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Abstract. Series expansion data are matters of increasing importance for studying the directed
percolation problem and others which are not yet solved. In order to extrapolate series for
the percolation probability on the directed square lattice, Baxter and Guttmann proposed a
numerical method based on an assumption that the so-called correction terms are expressed as
rational functions of the Catalan numbers. We give a theorem that the coefficients of the series
are generally given as finite series of the ballot numbers, which proves the assumption by Baxter
and Guttmann as a corollary. The proof of the theorem gives a method to calculate correction
terms exactly, as demonstrated by calculating the first three correction terms explicitly. Although
the present work provides a mathematical basis for the extrapolation procedure, there are still
open problems concerning this procedure.

1. Introduction

Directed percolation (DP) on the square lattice, originally introduced as a simple
probabilistic model of a flow of fluid through a random media (Broadbent and Hammersley
1957), can be regarded as a simple model of a spread of influence in 1+ 1 dimensions
(Domany and Kinzel 1984, Kinzel 1985). It has been associated with a wide variety of
non-equilibrium lattice models such as the contact process (Harris 1974, Liggett 1985),
the branching annihilating random walk (Bramson and Gray 1985, Takayasu and Tretyakov
1992, Jensen 1993) and the ZGB model (Ziffet al 1986). It was conjectured that, if a model
with a scalar order parameter exhibits a continuous transition into a unique absorbing state,
the critical behaviour is generically of the DP type (Janssen 1981, Grassberger 1982). The
Reggeon field theory (Grassberger and de la Torre 1979, Cardy and Suger 1980) and the
damage spreading transition (Martinset al 1991, Grassberger 1995) belong to this DP
universality class and there is no counterexample to this conjecture as yet (Dickman 1993,
Grassberger 1995).

Although the DP universality class seems to be very wide, no model in it is exactly
solved. The most reliable evaluation of critical exponents is given by numerical methods
using series expansion data for the original DP model. Baxter and Guttmann (1988)
calculated a 41 term series for the bond percolation probability,P , on the directed square
lattice. Jensen and Guttmann (1995) have extended the series from 41 terms to 54 terms.
It is very interesting to see that the conjecture that the critical exponent for the percolation
probability, β, may be exactly199

720 given by the former paper is denied by the latter one.
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Jensen and Guttmann (1995, 1996a) concluded that the critical exponents for the DP should
not be expected to be simple rational fractions. This conjecture is remarkable, since all the
exactly solved models in two dimensions have rational exponents. Quite recently Guttmann
and Enting (1996) proposed a numerical procedure that indicates whether or not a given
statistical mechanical system or a combinatorial problem is solved in the sense of being
expressed in terms ofD-finite functions. It should be noted that their technique uses the
date of series expansions. Their analysis shows that the DP belongs to the ‘unsolvable’
class (Guttmann and Enting 1996, Guttmann 1996).

Now the series expansion data are matters of increasing importance to the study of the
DP and other unsolved models. We should, therefore, notice that Baxter and Guttmann
(1988) and Jensen and Guttmann (1995) have extended the series for the percolation
probability, P , on the directed square lattice based on an assumption. Here we briefly
explain their extrapolation procedure. LetPn be the finite-lattice approximation forP
obtained by a lattice with a linear sizen. Baxter and Guttmann (1988) calculatedPn as
a power series ofq, which is the probability that each bond is closed, up ton = 29 and
observed that the difference,Pn − Pn+1, is of the order ofqn+1. This observation led them
to define thecorrection terms{dn,l} as

Pn − Pn+1 = qn
∑
l>1

dn,lq
l . (1.1)

Using finite numerical data{dn,l}, they estimated the correction termsdn,l as functions of
n for l = 1, 2, . . . ,12. The expressions are given as linear combinations of the Catalan
number

cn = 1

n+ 1

(
2n

n

)
n = 1, 2, 3, . . . (1.2)

in which coefficients are polynomials ofn. It was conjectured that the correction terms can
be generally expressed as rational functions of the Catalan numbers. They assumed that
their expressions fordn,l , l = 1, 2, . . . ,12, are valid also forn > 29 and, using (1.1), they
extended the series ofP from the 29 terms to 29+ 12= 41 terms. Jensen and Guttmann
(1995) performed the same procedure to extrapolate the series from the directly calculated
39 terms to 54 terms.

Recently Bousquet-Ḿelou (1996) proved formula (1.1) and exactly calculated, by using
a combinatorial method, the first two correction terms,dn,1 and dn,2, which are the same
as those conjectured by Baxter and Guttmann. Inui and Katori (1996) obtained the same
results by another method. There has been, however, no theoretical support so far for the
conjecture thatdn,l can be generally expressed by rational functions of the Catalan numbers.

In the present paper we generalize the method reported in the previous paper (Inui and
Katori 1996) and give a mathematical basis for the extrapolation procedure for the first time.
We consider coefficients of the series expansion of the probabilityPn,m, which will be shortly
defined, and prove a theorem that they are expressed by a finite series of ballot numbers
{αn,m} (we call them theballot number representation(BNR)). SincePn =

∑n
m=1Pn,m and

cn = αn,1, the above mentioned conjecture ondn,l is proved as a corollary of our theorem.
Our proof provides not only theoretical support for the extrapolation method, but also a
method to calculatedn,l exactly.

Baxter and Guttmann (1988) and Jensen and Guttmann (1995) reported many good
properties concerning the number of terms and the coefficients for the Catalan number
representations observed in their numerical data. Although the reason why the correction
terms can be expressed using the Catalan numbers is clarified by the present theorem, still
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we cannot explain these additional properties. We will also discuss these open problems
from the view point of the BNR.

The paper is organized as follows. In section 2, we define the probabilityPn,m,
which is expressed as a finite series. It is shown that the coefficients{a(s)n,m}s=0,1,2,... in
the series are given as numbers of bond configurations on a finite lattice which satisfy some
conditions. According to thecluster numberc, which characterizes bond configurations,
a(s)n,m is classified asa(s)n,m =

∑
c>1 a

(s)
n,m,c. We show thatb(s)n,m ≡

∑
c>2 a

(s)
n,m,c can be expressed

using{a(s ′)n′,m′,1} with n′ < n ands ′ < s. It is noted that{a(s)n,m,1} are decoupled from{b(s)n,m} and
they are given as solutions of difference equations. In section 3, the difference equations are
generally solved and a concept of the BNR is introduced to characterize the solutions. By
mathematical induction with respect tos, we prove that the series{a(s)n,m,1} has the BNR for
any s > 0. Hence, we conclude the main theorem that the series of coefficients{a(s)n,m} has
the BNR for anys > 0. In section 4, we exactly calculate{a(s)n,m} for s = 1 and 2 and give
their explicit representations. In section 5, we discuss the relation between the coefficients
{a(s)n,m} and the correction terms{dn,l}. Future problems are given in section 6. In order
to prove theorems and perform exact calculations, we need many combinatorial identities
associated with the ballot numbers. The derivations of them are given in appendices.

2. Difference equations for coefficients

We consider a down-pointing triangular region in the square lattice with a linear sizen,

V 0
n = {(x, y) ∈ Z2 : x + y = even, 06 y 6 n− 1, −y 6 x 6 y} (2.1)

in which we assume that there is a bond between each pair of nearest-neighbour sites.V 0
n

hasn(n− 1) bonds. We assume that each bond is either open with probabilityp or closed
with probability q = 1− p. We saythere is an open path from(x0, y0) to (xr , y0 + r)
for r > 1, if there is a sequence(x0, y0), (x1, y0 + 1), . . . , (xr , y0 + r) of sites inV 0

n such
that for each 06 k 6 r − 1 the bond from(xk, y0 + k) to (xk+1, y0 + k + 1) is open.
We regard two sites as connected if there is at least one open path between them. Let
Pn,m be the probability that the origin (0,0) is connected to exactlym sites on the top row
V̄ 0
n = {(x, n − 1) ∈ V 0

n : −(n − 1) 6 x 6 n − 1}. In our previous paper (Inui and Katori
1996) we proved that it is given in the form,

Pn,m = pn2−2n+mqn−m
(n−1)(n−2)∑

s=0

a(s)n,mp
−sqs (2.2)

wherea(s)n,m is the number of bond configurations onV 0
n such that exactlyn−m+ s bonds

are closed and (0,0) is connected to exactlym sites inV̄ 0
n . Here the statement that exactly

n−m+ s bonds are closed means that othern2− 2n+m− s bonds are open. If we define
Pn =

∑n
m=1Pn,m, thenPn is a finite-lattice approximation for the percolation probabilityP .

In order to give equations fora(s)n,m, we introduce the following notations. For
1 6 n1 < n2, let a trapeziumV 0

[n1,n2] = V 0
n2
\ V 0

n1−1 and Bn1,n2 be the set of all bonds
between the nearest-neighbour pairs of sites which are both inV 0

[n1,n2] . We defineBn1,n2 as
the set of all bond configurations onBn1,n2. The total number of bond configurations
in Bn1,n2 is 2n2(n2−1)−n1(n1−1). We consider some special bond configurations which
satisfy a condition,C, and we write their total number as]{ω ∈ Bn1,n2 : C}. Let
3n = {−(n−1),−(n−1)+2, . . . , (n−1)−2, (n−1)} andYn be the set of all subsets of3n.
For a setA ∈ Yn, the cardinality|A| denotes the number of sites included inA. If x, y ∈ A
and |x − y| = 2, we say thatx and y are adjacent, a sequence of adjacent sites is called
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a cluster. We write the number of clusters inA as c(A). For a given bond configuration
ω ∈ Bn1,n2 and a non-empty setB ∈ Yn1, a set of sites inYn which are connected with
at least one site inB is determined for eachn ∈ {n1, n1 + 1, . . . , n2}. We write it as
An(An1 = B;ω). Using these notations, the valuea(s)n,m is given asa(s)n,m =

∑
c>1 a

(s)
n,m,c

with a(s)n,m,c =
∑

C∈Yn 1{|C|=m,c(C)=c}]{ω ∈ B1,n : exactly n − m + s bonds are closed and
An(A1 = {0};ω) = C}. Here 1{�} is the indicator function of an event,�, such that
1{�} = 1 if � is satisfied and 1{�} = 0 otherwise.

For C1 ∈ Yn1, C2 ∈ Yn2, define

F(An2 = C2, An1 = C1;1s) = ]{ω ∈ Bn1,n2 : exactly(n2− n1)− (|C2| − |C1|)
+1s bonds are closed,An2(An1 = C1;ω) = C2,

andc(An(An1 = C1;ω)) > 2 ∀n ∈ {n1+ 1, . . . , n2− 1}}. (2.3)

We define

f ((n2, m2), (n1, m1);1s) =
∑
C1∈Yn1

∑
C2∈Yn2

1{|C1|=m1,c(C1)=1}1{|C2|=m2,c(C2)=1}

×F(An2 = C2, An1 = C1;1s) (2.4)

and

g((n2, m2), (n1, m1);1s) =
∑
C1∈Yn1

∑
C2∈Yn2

1{|C1|=m1,c(C1)=1}1{|C2|=m2,c(C2)>2}

×F(An2 = C2, An1 = C1;1s). (2.5)

We introduce a difference operator for a double series{βn,m} as

D(βn,m) = βn+1,m − (βn,m−1+ 2βn,m + βn,m+1). (2.6)

We have the following lemma.

Lemma 2.1.Let

a(s)n,m = a(s)n,m,1+ b(s)n,m with b(s)n,m =
∑
c>2

a(s)n,m,c for s > 0. (2.7)

(i) If m > n, a(s)n,m = a(s)n,m,1 = b(s)n,m = 0.
(ii) For 16 m 6 n,

D(a
(0)
n,m,1) = 0 and b(0)n,m = 0. (2.8)

(iii) When 16 s 6 n and 16 m 6 n,

D(a
(s)

n,m,1) =
s−1∑
k=0

s−1−k∑
s ′=0

∑
m′
f ((n+ 1, m), (n− k,m′); s − s ′)a(s ′)n−k,m′,1 (2.9)

and

b(s)n,m =
s−1∑
k=0

s−1−k∑
s ′=0

∑
m′
g((n,m), (n− k − 1, m′); s − s ′)a(s ′)n−k−1,m′,1. (2.10)

Proof. By definition, Pn,m = 0 for m > n. Sincea(s)n,m,c > 0, anda(s)n,m =
∑

c>1 a
(s)
n,m,c,

(i) is concluded by (2.2). We have remarked thata
(s)

n+1,m,1 is given as a number of bond
configurations{ω} in which exactly(n + 1) − m + s bonds are closed and|An+1(A1 =
{0};ω)| = m, c(An+1(A1 = {0};ω)) = 1. In figure 1, we show three typical examples of
such bond configurations. Only open bonds and sites which are connected to{0} (marked
by full circles) are shown. We regard these marked sites as occupied sites and others as



Ballot number representation of the DP probability 2979

Figure 1. Three typical examples of bond configurations. Shaded regions indicate animals.

vacant sites. Here we call the set of occupied sites and open bonds between them an animal.
Figure 1(a) shows a case where there are noholes(clumps of vacant sites) nor closed bonds
inside of the animal, such an animal is said to becompact. Bousquet-Ḿelou (1996) proved
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thata(0)n+1,m = a(0)n+1,m,1 = the number of compact animals of directed heightn+1 and width
m at y = n. If we use this identification, it is easy to confirm (ii) (Inui and Katori 1996).
When s > 1, a(s)n+1,m,1 is the number of non-compact animals with appropriate conditions.
Figure 1(b) shows the case where the animal has four holes and many closed bonds in it.
We assume that there is a positive integer,k, such that

c(At(A1 = {0};ω)) > 2 for n− k + 16 t 6 n (2.11)

and

c(An−k(A1 = {0};ω)) = 1 |An−k(A1 = {0};ω)| = m′. (2.12)

Assume that exactly{(n+1)− (n−k)}− (m−m′)+ (s− s ′) bonds are closed inV 0
[n−k,n+1].

It follows that exactly(n − k) − m′ + s ′ bonds are closed inV 0
n−k. Since we consider the

case (2.11),s − s ′ > {(n + 1) − (n − k)} = k + 1. Figure 1(c) shows the case in which
c(An(A1 = {0};ω)) = 1. Counting the number of such bond configurations givesa

(s)

n+1,m,1
for s > 1. From (2.3) and (2.4), we have

a
(s)

n+1,m,1 =
∑
s ′

∑
k>1

∑
m′

1{s−s ′>k+1}f ((n+ 1, m), (n− k,m′); s − s ′)a(s ′)n−k,m′,1

+
∑
s ′

∑
m′
f ((n+ 1, m), (n,m′); s − s ′)a(s ′)n,m′,1 (2.13)

where the bond configurations such as figure 1(b) (resp. (c)) contribute to the first (resp.
second) summation on the RHS. Sincef ((n+ 1, m), (n− k,m′); s − s ′) = 0 if s − s ′ < 0
anda(s

′)
n−k,m′,1 = 0 if s ′ < 0, (2.13) is written as

a
(s)

n+1,m,1 =
s∑

s ′=0

∑
k>1

∑
m′

1{s−s ′>k+1}f ((n+ 1, m), (n− k,m′); s − s ′)a(s ′)n−k,m′,1

+
s∑

s ′=0

∑
m′
f ((n+ 1, m), (n,m′); s − s ′)a(s ′)n,m′,1

=
∑
m′
f ((n+ 1, m), (n,m′); 0)a(s)n,m′,1

+
s−1∑
s ′=0

s−s ′−1∑
k=0

∑
m′
f ((n+ 1, m), (n− k,m′); s − s ′)a(s ′)n−k,m′,1. (2.14)

We can see that (Inui and Katori 1996)

f ((n+ 1, m), (n,m′); 0) =


1 if m′ = m− 1 orm+ 1

2 if m′ = m
0 otherwise

(2.15)

and we obtain the first equation of (iii). The second equation of (iii) is also derived by the
same argument. �

The functionsf ((n + 1, m), (n − k,m′); s − s ′) andg((n,m), (n − k − 1, m′); s − s ′)
are polynomials with respect ton. Appendix A proves the following lemma concerning the
degrees of these polynomials.

Lemma 2.2.The functionsf ((n+1, m), (n−k,m′); s−s ′) andg((n,m), (n−k−1, m′); s−
s ′) are polynomials ofn for m, k,m′ ands − s ′. Their degrees are at mosts − s ′.
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3. Ballot number representation

We introduce the following numbers with three indices.

αn,m,k =
(

2(n− 1)

(n− 1)+m− k
)
−
(

2(n− 1)

(n− 1)+m+ k
)
. (3.1)

As usual we assume that
(
N

M

) = 0 if M < 0 orM > N . In particular,

αn,m ≡ αn,m,1 =
(

2(n− 1)

(n− 1)+m− 1

)
−
(

2(n− 1)

(n− 1)+m+ 1

)
. (3.2)

Remark. The number defined by

bn,m =
(
n+m
m

)
−
(
n+m
m− 1

)
= n+ 1−m

n+ 1

(
n+m
m

)
(3.3)

is called aballot number(Riordan 1979). Consider a ballot in which candidateA scoresα
votes and candidateB scoresβ votes withα > β. The probability that, during the ballot,A
was always ahead ofB is given bybα−1,β/

(
α+β
α

) = (α−β)/(α+β) (see the Ballot theorem,
for example, in Grimmett and Stirzaker 1992 p 77). We find thatαn,m = bn+m−1,n−m, in
this present paper will simply call it the ballot number.

By equation (3.2), we find the following basic properties of the ballot number.

αn,−m = −αn,m (3.4)

αn,m = 0 if |m| > n (3.5)

and

D(αn,m) = 0 (3.6)

whereD(·) is the difference operator defined by (2.6).
As we putm = 1 in (3.2), it got reduced to the Catalan number,

cn = αn,1 = 1

n+ 1

(
2n

n

)
(3.7)

which appears in many combinatorial problems (Sloane 1973).
As shown in appendix B, we can give the following representation for double series

{βn,m}.
Lemma 3.1.If βn,m = 0 for m > n, then with a givenn0 > 1

βn,m =
n0−1∑

t=−n0+1

αn−n0+1,m+tβn0,1+|t | +
n−n0∑
l=1

∑
w>1

αn−(l+n0−1),m,wD(βl+n0−1,w) (3.8)

for n > n0 and 16 m 6 n.

Definition 3.2.Let A(n; d) be the set of linear combinations of the ballot numbers{αn,m′ }
in the form

n∑
m′=1

Cm′(n)αn,m′ (3.9)

where{Cm′(n)} are polynomials ofn of at most degreed;

Cm′(n) =
d∑
r=0

Cm′,rn
r . (3.10)

If βn ∈ A(n − n0; d) ∀n > n0, in which n0 andd are independent ofn, we say that the
series{βn} has theA(n− n0; d)-BNR.
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We prove the following lemma in appendix C.

Lemma 3.3.Let (l)0 = 1 and (l)k = l(l + 1)(l + 2) . . . (l + k − 1) for k > 1. For each
m, γ, δ > 1 andk > 0,

n−1∑
l=1

αn−l,m,γ (l)kαl,δ ∈ A(n; k). (3.11)

Combining lemmas 3.1 and 3.3 gives the following.

Proposition 3.4.Assume thatβn,m = 0 form > n. For eachm, if D(βn,m) ∈ A(n−n0+1; d)
with n0 > 1, thenβn,m ∈ A(n− n0+ 1; d).

Now we prove the main theorem in the present paper.

Theorem 3.5.For anys > 0, {a(s)n,m} has theA(n− s; s)-BNR for eachm.

Proof. This theorem can be proved by mathematical induction with respect tos. First we
apply lemma 3.1 toβn,m = a(0)n,m,1 with n0 = 1. By lemma 2.1(i) and (ii),α(0)1,1+|t |,1 = δt,0,

whereδi,j denotes Kronecker’s delta, and thusa(0)n,m,1 = a(0)n,m = αn,m for 1 6 m 6 n. This

means thata(0)n,m ∈ A(n; 0). Assume thata(s
′)

n,m′,1 ∈ A(n − s ′; s ′) for 0 6 s ′ 6 s − 1 and

16 m′ 6 n. From lemmas 2.1(iii) and 2.2, it follows thatD(a(s)n,m,1) ∈ A(n− s + 1; s) and

b(s)n,m ∈ A(n− s; s). Proposition 3.4 guarantees thata(s)n,m,1 ∈ A(n− s + 1; s) ⊂ A(n− s; s)
and thusa(s)n,m = a(s)n,m,1+ b(s)n,m ∈ A(n− s; s). This completes the proof. �

4. Exact calculations fors = 1 and 2

In section 3, we introduced a concept of theA(n − n0; d)-BNR for series{βn}. In
definition 3.2, it should be noted thatn0 and d are independent ofn, while the range
of summation with respect tom′ in (3.9) depends onn. This should be generalized as
follows for double series{βn,m}.
Definition 4.1.Let A(n, [m− t0, m+ t1]; d) be the set of linear combinations of the ballot
numbers{αn,m′ } in the form

m+t1∑
m′=m−t0

Cm,m′(n)αn,m′ (4.1)

where{Cm,m′(n)} are the polynomials ofn of at most degreed;

Cm,m′(n) =
d∑
r=0

Cm,m′,rn
r . (4.2)

If βn,m ∈ A(n − n0, [m − t0, m + t1]; d) ∀n > n0, for eachm, in which n0, t0, t1, d are
independent ofn, we say that the double series{βn,m} has theA(n−n0; [m− t0, m+ t1]; d)-
BNR.

Theorem 3.5 guarantees that{a(1)n,m} and{a(2)n,m} have theA(n−1; 1) andA(n−2; 2)-BNR
for eachm. Exact calculation gives, however, the following remarkable results.

Theorem 4.2.
(i) {a(1)n,m} has theA(n, [m,m+ 1]; 2)-BNR.
(ii) {a(2)n,m} has theA(n− 1, [m− 1, m+ 3]; 4)-BNR.
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In this section, we demonstrate how these results are obtained using the formulae (2.9)
and (2.10) given in lemma 2.1 and lemma 3.1.

Before that, we give here an additional lemma. Although this is equivalent to the fact
that a(s)n,m = 0 for s > (n − 1)(n − 2) as shown in (2.2), it will be useful to treat the first
term of (3.8).

Lemma 4.3.Assume thats > 1.

a(s)n,m = 0 if n 6 b 1
2(3+

√
4s − 3)c (4.3)

wherebNc denotes the largest integer not greater thanN .

4.1. s = 1

For s = 1 formula (2.9) with (2.4) and (2.5) gives the follows. When 16 m 6 n,

D(a
(1)
n,m,1) =

∑
m′
f ((n+ 1, m), (n,m′); 1)a(0)n,m′,1

= 2(n− 1)αn,m−1+ 4(n− 1)αn,m + 2nαn,m+1+ 2αn,m+2 (4.4)

and

b(1)n,m =
∑
m′
g((n,m), (n− 1, m′); 1)a(0)n−1,m′,1

= (m− 1)(αn−1,m + 2αn−1,m+1+ αn−1,m+2) (4.5)

where we have used the fact thatα(0)n,m,1 = αn,m. Hence, lemma 3.1 withn0 = 1 gives

a
(1)
n,m,1 = 2

n−1∑
l=1

∑
w>1

αn−l,m,w(l − 1)αl,w−1+ 4
n−1∑
l=1

∑
w>1

αn−l,m,w(l − 1)αl,w

+2
n−1∑
l=1

∑
w>1

αn−l,m,wlαl,w+1+ 2
n−1∑
l=1

∑
w>1

αn−l,m,wαl,w+2 (4.6)

sincea(1)1,m,1 = 0 by lemma 4.3. If we apply lemma 3.3, or more explicitly, lemma C.3 (given

in appendix C), we will obtain theA(n; 1)-BNR for α(1)n,m,1. In this procedure we perform
summations with respect tol, but do not calculate the summations forw in (4.6). The
following formulae for double summations are available, which are derived in appendix D.
Note thatαn,m,0 = 0 by definition.

Lemma 4.4.
(i) For n > 2, m > 1 andk = 0 and 1,

(k + 1)
n∑
l=1

∞∑
w=−t+1

αn+1−l,m,w(l)kαl,w+t = −
n−1∑
l=1

αn−l,m,t (l)k+1αl,1

+(n)k+1×


αn,m+t if t > 0, m > t
αn,m+t + αn,m−t if t > 2, m 6 t − 1

αn,m+t if t 6 −1, m > −t + 1

0 otherwise.

(4.7)

(ii) If m− t > 0 andt > 1 orm− t 6 0 andt 6 −1,

n−1∑
l=1

αn−l,m,t (l)1αl,1 = sgn(t)
|t |−1∑
k=0

(n)1

|m− t | + 2k + 2
αn,|m−t |+2k+2 (4.8)
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and
n−1∑
l=1

αn−l,m,t (l)2αl,1 = sgn(t)

{ |t |−1∑
k=0

(n)2

|m− t | + 2k + 2
αn,|m−t |+2k+2

−
|t |−1∑
k=0

∑
p>0

(|m− t | + 2k + 1)(n+ 1)1
|m− t | + 2(k + p)+ 3

αn+1,|m−t |+2(k+p)+3

}
(4.9)

where sgn(t) = t/|t |.
Double summations are performed and (4.6) is now written as

a
(1)
n,m,1 = (n− 1)(n− 2)αn−1,m−1+ 2(n− 1)

{
n− 2− 1

m

}
αn−1,m

+(n− 1)

{
n− 2

m+ 1

}
αn−1,m+1

+2(n− 1)

{
1− 1

m+ 2

}
αn−1,m+2+ 2αn,m+1. (4.10)

It gives anA(n − 1, [m − 1, m + 1]; 2)-BNR for a(1)n,m,1. We find that, however, it can be
simplified as follows by the definition of the ballot number (3.2).

a
(1)
n,m,1 = (n2− 2n−m+ 2)αn,m − 2mαn,m+1. (4.11)

Since (3.6) holds, (4.5) is also simplified as

b(1)n,m = (m− 1)αn,m+1 (4.12)

and we have the compact expression

a(1)n,m = (n2− 2n−m+ 2)αn,m − (m+ 1)αn,m+1 (4.13)

which means (i) of theorem 4.2. Although this final result (4.13) was already given in Inui
and Katori (1996), the derivation shown here is more transparent.

4.2. s = 2

In the same way as for (4.4) and (4.5), lemma 2.1(iii) gives

D(a
(2)
n,m,1) =

1∑
k=0

1−k∑
s ′=0

∑
m′
f ((n+ 1, m), (n− k,m′); s − s ′)a(s ′)n−k,m′,1 (4.14)

and

b(2)n,m =
1∑
k=0

1−k∑
s ′=0

∑
m′
g((n,m), (n− k − 1, m′); s − s ′)a(s ′)n−k−1,m′,1 (4.15)

for n > 2, where the functionsf (·) andg(·) are given in table 1.
Lemma 3.1 is applied withn0 = 2, wherea(2)2,m,1 = 0 by lemma 4.3. Using double

summation formulae such as lemma 4.4, we obtain the result

a(2)n,m =
m+3∑

m′=m−1

Cm,m′(n)αn−1,m′ (4.16)

where the coefficients{Cm,m′(n)} are given in table 2. Since these coefficients are
polynomials ofn of at most degree 4, theorem 4.2(ii) is concluded.
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Table 1. Functionsf (·) andg(·). Form = 1, g((n,m), (n′, m′);1s) ≡ 0 by definition.

m′ f ((n+ 1, m), (n,m′); 2) f ((n+ 1, m), (n,m′); 1) f ((n+ 1, m), (n− 1, m′); 2)
m− 2> 1 0 0 m− 3
m− 1> 1 2n2 − 5n−m+ 5 2(n− 1) 2(2m− 5)+ 2δm,2
m 2(n2 − 5n−m+ 4) 4(n− 1) 2(3m− 5)+ 4δm,1 + δm,2
m+ 1 2n2 − n−m− 5 2n 2(2m+ 1)− 2δm,1
m+ 2 2(2n− 3) 2 m+ 11− 2δm,1
m+ 3 3 0 8
m+ 4 0 0 2
otherwise 0 0 0

g((n,m), (n− 2, m′); 2)
m′ g((n,m), (n− 1, m′); 2) g((n,m), (n− 1, m′); 1) (m > 2)

m− 1> 1 0 0 2(m− 2)
m 2(m− 1)(n− 3) m− 1 3(3m− 5)
m+ 1 (m− 1)(4n+ 1

2m− 12) 2(m− 1) 2(8m− 11)
m+ 2 (m− 1)(2n+m− 4) m− 1 2(7m− 8)
m+ 3 1

2(m− 1)(m+ 4) 0 6(m− 1)
m+ 4 0 0 m− 1
otherwise 0 0 0

Table 2. Coefficients{Cm,m′ (n)} of the BNR fora(2)n,m.

m′ Cm,m′ (n)

m− 1 1
2n

4 − 2n3 − 1
2(2m− 7)n2 + (4m− 3)n− 1

2(3m
2 + 5m− 6)

m n4 − 4n3 − 3(m− 2)n2 + 2(3m− 2)n− (4m2 − 7m+ 3)
m+ 1 1

2n
4 − 2n3 − 3

2(2m− 1)n2 + (4m+ 1)n− (3m2 +m− 3)+ δm,1
m+ 2 −(m+ 1)n2 + 2n+ (3m+ 1)
m+ 3 1

2m
2 + 3

2m

5. Correction terms

In our previous paper (Inui and Katori 1996), we discussed the relation between the
coefficients{a(s)n,m} and the correction terms{dn,l}. The result is the following. Let

ã(s)n,m =
s∑
k=0

(−1)s−k
(
n2− 2n+m− k

s − k
)
a(k)n,m. (5.1)

Then

dn,l =
l∑

m=1

ã(l−m)n,m . (5.2)

As a corollary of theorem 3.5, we have the following.

Corollary 5.1.
(i) For anys > 0, {ã(s)n,m} has theA(n− s; 2s)-BNR for each 16 m 6 n.
(ii)

dn,l =
n−l+1∑
k=1

f
(l)
k (n)cn−l+k (5.3)
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where{f (l)k (n)} are the polynomials ofn of at most degree 2(l − 1).

In order to derive (ii), we used the formula

αn,m =
m∑
k=1

(−1)m−k
(
k +m− 1

2k − 1

)
cn+k−1 (5.4)

which can be easily proved (Riordan 1979).
Owing to the factor(−1)s−k in (5.1), however, cancellation of terms occurs and the

degree of polynomials̃a(s)n,m can be reduced. From (4.13) and (4.16), we obtain

ã(0)n,m = αn,m
ã(1)n,m = −2(m− 1)αn,m − (m+ 1)αn,m+1

ã(2)n,m = (2mn− 6m+ 5− δn,1δm,1)αn,m − 2mnαn,m+1+ 1
2m(m+ 3)αn,m+2

−2αn−1,m − (2− δm,1)αn−1,m+1

(5.5)

for 16 m 6 n. There is further cancellation of terms, when we perform summation (5.2),
since ã(s)n,m can be positive and negative as shown above. The final results for correction
terms, which can be regarded as the corollary of theorem 4.2, are very simple.

Corollary 5.2.

dn,1 = cn (5.6)

dn,2 = 2cn − cn+1 (5.7)

dn,3 = −2(n+ 1)cn + 2cn+1. (5.8)

These representations for the correction terms using the Catalan numbers are conjectured
by Baxter and Guttmann (1988). Expressions (5.6) and (5.7) were first proved by Bousquet-
Mélou (1996) and then another derivation was given by the present authors (Inui and Katori
1996, see also, Katoriet al 1997). The third one (5.8) was only announced in Inui and
Katori (1996), its derivation is first given here.

6. Concluding remarks

Jensen and Guttmann (1995) calculatedPn as a power series ofq up ton = 39. They found
that (i) the correction termsdn,l can be written in the form

dn,l =
b(l−1)/2c∑
k=1

Al,k

(
n−m(l, k)

k

)
cn−m(l,k) +

2l−4∑
k=1

Bl,kcn−l+2+k (6.1)

for 3 6 l 6 15 and n > l − 4, wherem(l, k) = max{0, l − 4 − 2k} and (ii) for
l 6 15, the coefficientsAl,k andBl,k are either integers or fractions with small (two or
five) denominators.

Of course, corollary 5.1(ii) is consistent with these observations. It should be noted,
however, that there is a gap between our theorems and their observations. In our
representation (5.3), the number of terms, which are needed to expressdn,l using the Catalan
numbers, increases asn increases for a fixedl. On the other hand, (6.1) states that they
have needed at most 2l − 4 terms fordn,l independently ofn.

Now we want to introduce the following definition.
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Definition 6.1.Let C(n− l, K; d) be the set of linear combinations of the Catalan numbers
{cn′ } in the form

K∑
k=1

fk(n)cn−l+k (6.2)

where{fk(n)} are the polynomials ofn of at most degreed. If βn,l ∈ C(n−l, K;h) ∀n > l
for a givenl, we say thatβn,l has theC(n− l, K; d)-Catalan number representation (CNR).

Observation (6.1) implies thatdn,l has theC(n− l + 2, 2l − 4, b(l − 1)/2c)-CNR. Note
that theorem 4.2 suggests the following conjecture.

Conjecture 6.2.For s > 1, {a(s)n,m} has theA(n− s + 1, [m− s + 1, m+ 2s − 1]; 2s)-BNR.

If it is proved, we can conclude thatdn,l has theC(n− l + 1, 3(l − 1), 2(l − 1))-CNR.
Further investigation will be needed concerning the cancellation of terms, which occurs
when we calculatedn,m from {a(s)n,m} as shown in section 5.

Recently the extrapolation method has been extensively applied to many problems
(Onody and Neves 1992, Essamet al 1996, Katoriet al 1997, Jensen 1996, Jensen and
Guttmann 1996b). We believe that the present paper shows a way to justify this method
generally and to ensure the accuracy of series expansion data which give us fundamental
information for unsolved problems.
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Appendix A. Proof of lemma 2.2

By (2.3) and (2.4),f ((n2, m2), (n1, m1);1s) is the number of bond configurations satisfying
many conditions. In this proof, we particularly concentrate on the condition about the
number of closed bonds; exactly(n2− n1)− (|C2| − C1|)+1s bonds are closed. In order
to put emphasis on this condition, we writer = (n2− n1)− (m2−m1)+1s and define

f̂ ((n2, m2), (n1, m1); r) = f ((n2, m2), (n1, m1);1s). (A.1)

Consider a setC1 ∈ Yn1 with |C1| = m1, c(C1) = 1 and assume thatC1 = {x1, x1+2, . . . , x ′1}
with x ′1 = x1+ 2(m1− 1). Let V 0

[n1,n2](C1) denote a trapezium{(x, y) ∈ Z2 : x+ y = even,
n1 6 y 6 n2, x1 − (y − n1) 6 x 6 x ′1 + (y − n1)}, which is a subset ofV 0

[n1,n2] . By using
the definition ofAn(An1 = B;ω), we find that∪n2

n=n1
An(An1 = C1;ω) ⊂ V 0

[n1,n2](C1).
We assume that amongr closed bondsr ′ bonds are inV 0

[n1,n2](C1). Under this additional
condition, we consider the bonds which are included inV 0

[n1,n2](C1). The number of
configurations of these bonds, which satisfy all the conditions given in (2.3) and (2.4), is
given byf̂ ((m1+(n2−n1),m2), (m1, m1); r ′). Here we have used the fact thatV 0

[n1,n2](C1) is
equivalent toV 0

[m1,m1+(n2−n1)]
. Since the number of choices to select otherr−r ′ closed bonds

from the set of bonds inV 0
[n1,n2] \ V 0

[n1,n2](C1) is
(2(n2−n1)(n1−m1)

r−r ′
)
, we obtain the following

formula.

f̂ ((n2, m2), (n1, m1); r) =
r∑

r ′=rmin

(
2(n2− n1)(n1−m1)

r − r ′
)

×f̂ ((m1+ (n2− n1),m2), (m1, m1); r ′) (A.2)
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where rmin is the possible minimum value ofr ′, which will be determined below. The
important point is thatf̂ ((m1 + (n2 − n1),m2), (m1, m1); r) depends on the height of the
trapeziumn2−n1 but is independent of the absolute value ofn1. Formula (A.2) states that,
if we regardf̂ ((n2, m2), (n1, m1); r) as a polynomial ofn1 for fixed n2− n1, the degree is
at mostr − rmin.

Now the problem is reduced to determiningrmin as a function of1n = n2 − n1 and
1m = m2−m1. The precise definition ofrmin is the following.

rmin(1n,1m) = minimum number of the closed bonds inω ∈ Bn1,n2, such that

An2(An1 = C1;ω) = C2, |C1| = m1, c(C1) = 1, |C2| = m2, c(C2) = 1

andc(An(An1 = C1;ω)) > 2 ∀n ∈ {n1+ 1, . . . , n2− 1}. (A.3)

First we considerr∗min(1n,1m) which is defined in a similar way to (A.3), but in which
the condition c(An(An1 = C1;ω)) > 2 ∀n ∈ {n1 + 1, . . . , n2 − 1} is replaced by
|An(An1 = C1;ω)| > 3 andc(An(An1 = C1;ω)) = 1 ∀n ∈ {n1 + 1, . . . , n2 − 1}. Some
consideration leads us to that, if1n > 2,

r∗min(1n,1m) =
{
1n−1m if −1n < 1m 6 1n
−21m if 1m 6 −1n.

(A.4)

It is easy to find that

rmin(1n,1m) = r∗min(1n,1m)+
{
1n if −1n < 1m 6 1n
1n− 1 if 1m 6 −1n.

(A.5)

We also find that

rmin(1n = 1,1m) =


0 if 1m = 1

1 if 1m = 0

−21m if 1m < 0.

(A.6)

Sincer = 1n−1m+1s, we obtain the results.

r − rmin =


1s −1n if 1n > 2 and−1n < 1m 6 1n
1s +1m+ 1 if 1n > 2 and1m 6 −1n
1s if 1n = 1 and1m = 0 or 1

1s +1m+ 1 if 1n = 1 and1m < 0

(A.7)

which givesr − rmin 6 1s. Therefore,f ((n+ 1, m), (n− k,m′); s− s ′) is the polynomials
of n of at most degrees − s ′.

For g((n,m), (n − k − 1, m′); s − s ′), we can perform the same procedure to evaluate
the degree with respect ton. In this case,rmin can be greater than (A.3), since the condition
c(C2) = 1 is replaced byc(C2) > 2 for g(·) as defined by (2.5). It follows thatr− rmin can
be reduced. The highest degree is bounded from above bys − s ′ anyway. This completes
the proof. �

Appendix B. Proof of lemma 3.1

Assume that a double series{βn,m} is defined forn > n0 > 1 andm > 1. Let the value
D(βn,m) be In,m for eachn,m. First we extend this series form 6 0. We assume the
following asymmetry with respect tom;

βn,m = −βn,−m for m 6 0. (B.1)
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We also assumeIn,m = −In,−m for m 6 0 and have

D(βn,m) = In,m for n > n0 −∞ < m <∞. (B.2)

The generating function for{βn,m} is introduced as

9(x, y) =
∞∑
n=n0

∞∑
m=−∞

xnymβn,m. (B.3)

If we regard (B.2) as a difference equation, it gives an equation for9(x, y),

9(x, y) = K(x, y)[xn0−19(y)+ I (x, y)] (B.4)

with

K(x, y) = − xy

x(y + 1)2− y (B.5)

9(y) =
∞∑

m=−∞
ymβn0,m (B.6)

I (x, y) =
∞∑
n=n0

∞∑
m=−∞

xnymIn,m. (B.7)

In order to derive it, we have used (B.1), which gives thatβn,0 = 0 and
∑

n x
n(βn,−1 +

βn,1) = 0.
First we notice that

K(x, y) =
(
y − 1

y

)−1

8(x, y) (B.8)

with

8(x, y) =
∞∑
n=1

∞∑
m=−∞

xnymαn,m (B.9)

which is the generating function of the ballot numbers. This observation leads to

K(x, y)xn0−19(y) =
∞∑
n=n0

∞∑
m=−∞

xnym
∞∑
t=1

αn−n0+1,t

t∑
k=1

βn0,m−t+2k−1. (B.10)

Next we see that

K(x, y) =
∞∑
n=1

∞∑
m=−∞

xnym
(

2(n− 1)

(n− 1)+m
)
. (B.11)

This gives

K(x, y)I (x, y) =
∞∑

n=n0+1

∞∑
m=−∞

xnymL(n,m) (B.12)

with

L(n,m) =
n−n0∑
l=1

∞∑
w=−∞

(
2(n− n0− l)

(n− n0− l)+m− w
)
Il+n0−1,w

=
n−n0∑
l=1

∞∑
w=1

αn−n0−l+1,m,wIl+n0−1,w (B.13)
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where the propertyIl,−w = −Il,w has been used. Comparing coefficients of terms with
xnym in (B.4), we obtain forn > n0

βn,m =
∞∑
t=1

αn−n0+1,t

t∑
k=1

βn0,m−t+2k−1+
n−n0∑
l=1

∞∑
w=1

αn−n0−l+1,m,wD(βl+n0−1,w) (B.14)

where (B.2) was used.
Now we put a condition for{βn,m};

βn,m = 0 for |m| > n. (B.15)

Under this condition and (B.1), the first term on the RHS of (B.14) becomes that of (3.8).

Appendix C. Proof of lemma 3.3

In the previous paper (Inui and Katori 1996), the following useful lemma was proved.

Lemma C.1.Define

a(x) = 1

2x

{
1− 2x −√1− 4x

}
. (C.1)

Then

a(x)m =
∞∑
n=1

αn,mx
n for m > 1. (C.2)

Let a differential operator,Dx , be

Dx = x2 ∂

∂x
. (C.3)

We see

Dkxa(x)m =
∞∑
n=1

(n)kαn,mx
n+k for k > 0 (C.4)

where(n)0 = 1, (n)k = n(n+ 1) . . . (n+ k − 1) for k > 1. On the other hand, it is easy to
confirm that

a(x)m−γ+1

1− a(x)2 =
∞∑
n=1

(
2n

n+m− γ
)
xn+1 (C.5)

if m− γ > 0. Therefore, the following identity holds.

Lemma C.2.Form− γ > 0, k > 0 andδ > 1,

B(k)γ (x) ≡
a(x)m−γ+1

1− a(x)2 D
k
xa(x)

δ

=
∞∑
n=2

xn+k
n−1∑
l=1

(
2(n− l − 1)

(n− l − 1)+m− γ
)
(l)kαl,δ. (C.6)

First we consider the casek = 0.

B(0)γ (x) =
a(x)m+δ−γ+1

1− a(x)2

=
∞∑
k=0

a(x)m+δ−γ+2k+1

=
∞∑
n=1

xn
∞∑
k=0

αn,m+δ−γ+2k+1 (C.7)
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in which we used (C.2) for the last equality. Thus we have

n−1∑
l=1

(
2(n− l − 1)

(n− l − 1)+m− γ
)
αl,δ =

∞∑
k=0

αn,m+δ−γ+2k+1. (C.8)

Obtain an equation by changingγ to −γ in (C.8) and subtract it from (C.8). By (3.1), we
have the identity

n−1∑
l=1

αn−l,m,γ αl,δ =
γ−1∑
k=0

αn,m+δ−γ+2k+1. (C.9)

Next we consider the casek = 1. By (C.1) we have

Dxa(x)m = ma(x)m+1

1− a(x)2 . (C.10)

Therefore, we obtain

B(1)γ (x) =
δa(x)m+δ−γ+2

(1− a(x)2)2

=
∞∑
k=0

δa(x)m+δ−γ+2k+2

1− a(x)2

=
∞∑
k=0

δ

m+ δ − γ + 2k + 1
Dx(a(x)m+δ−γ+2k+1)

=
∞∑
n=1

xn
∞∑
k=0

δ(n)1

m+ δ − γ + 2k + 1
αn,m+δ−γ+2k+1 (C.11)

in which we used (C.4) for the last equality. Following the same procedure as for the case
k = 0, we find

n−1∑
l=1

αn−l,m,γ (l)1αl,δ =
γ−1∑
k=0

δ(n)1

m+ δ − γ + 2k + 1
αn,m+δ−γ+2k+1. (C.12)

Whenk = 2, using

D2
xa(x)

m = m(m− 1)
a(x)m+2

(1− a(x)2)2 + 2m
a(x)m+2

(1− a(x)2)3 (C.13)

we obtain

B(2)γ (x) =
∞∑
k=0

δ

m− γ + δ + 2k + 1
D2
x(a(x)

m−γ+δ+2k+1)

−
∞∑
k=0

∞∑
p=0

δ(m− γ + 2k + 1)

m− γ + δ + 2(k + p)+ 2
Dx(a(x)m−γ+δ+2(k+p)+2). (C.14)

This gives an identity similar to (C.12).
Since (3.1) gives

αn,m,−k = −αn,m,k (C.15)

the above identities are generalized as follows. Remark thatαn,m,0 = 0 by (C.15).
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Lemma C.3.Assume thatδ > 1. If m− γ > 0 andγ > 1 orm− γ 6 0 andγ 6 −1, then
n−1∑
l=1

αn−l,m,γ αl,δ = sgn(γ )
|γ |−1∑
k=0

αn,|m−γ |+δ+2k+1 (C.16)

n−1∑
l=1

αn−l,m,γ (l)1αl,δ = sgn(γ )
|γ |−1∑
k=0

δ(n)1

|m− γ | + δ + 2k + 1
αn,|m−γ |+δ+2k+1 (C.17)

n−1∑
l=1

αn−l,m,γ (l)2αl,δ = sgn(γ )

{ |γ |−1∑
k=0

δ(n)2

|m− γ | + δ + 2k + 1
αn,|m−γ |+δ+2k+1

−
|γ |−1∑
k=0

∑
p>0

δ(|m− γ | + 2k + 1)(n+ 1)1
|m− γ | + δ + 2(k + p)+ 2

αn+1,|m−γ |+δ+2(k+p)+2

}
(C.18)

where sgn(γ ) = γ /|γ |.
In general

Dkxa(x)m = a(x)m+k
2k−1∑
l=k

Uk,l(m)
1

(1− a(x)2)l (C.19)

for k > 1. Here{Uk,l(m)} are polynomials ofm, which are determined by the following
iteration
Uk+1,k+1(m) = (m− k)Uk,k(m)
Uk+1,l(m) = (m+ k − 2l + 2)Uk,l−1(m)+ 2(l − 2)Uk,l−2(m)

for k + 26 l 6 2k

Uk+1,2(k+1)−1(m) = 2(2k − 1)Uk,2k−1(m)

(C.20)

with the conditionU1,l(m) = mδl,1. Using (C.19) successively, we have

B(k)γ (x) =
k−1∑
q=0

∑
p0>0

∑
p1>0

. . .
∑
pq>0

R

(
δ,m− γ + δ + 2p0+ 1, m− γ + δ + 2(p0+ p1)+ 2,

. . . , m− γ + δ + 2
q∑
i=0

pi + q + 1

)
Dk−qx (a(x)m−γ+δ+2

∑q

i=0 pi+q+1) (C.21)

where {R(x1, x2, . . . , xq+2)} are rational functions ofUk1,l1(x1), Uk2,l2(x2), . . . , Ukq+2,lq+2

(xq+2) with appropriate{ki, li}’s.
It follows that

B(k)γ (x)− B(k)−γ (x) =
∞∑
n=2

xn+k
k−1∑
q=0

γ−1∑
p0=0

∑
p1>0

. . .
∑
pq>0

R̃(m, γ, δ, p0, p1, . . . , pq)(n+ q)k−qαn+q,m−γ+δ+2
∑q

i=0 pi+q+1

(C.22)
with appropriate functions{R̃}. On the other hand, lemma C.2 gives

B(k)γ (x)− B(k)−γ (x) =
∞∑
n=2

xn+k
n−1∑
l=1

αn−l,m,γ (l)kαl,δ. (C.23)

Sinceαn+q,m′ ∈ A(n; 0) for q > 0 by (3.6), we can conclude that
n−1∑
l=1

αn−l,m,γ (l)kαl,δ =
∑
p>0

fp(n;m, γ, δ; k)αn,p. (C.24)

Here fp(n;m, γ, δ; k) are the polynomials ofn of at most degreek, whose coefficients
depend on the values ofm, γ, δ. Thus, lemma 3.3 has been proved.
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Appendix D. Proof of lemma 4.4

Define

8+(x, y) =
∞∑
n=1

∞∑
m=1

αn,mx
nym

8−(x, y) =
∞∑
n=1

−1∑
m=−∞

αn,mx
nym

(D.1)

lemma C.1 gives that

8+(x, y) = a(x)y

1− a(x)y
8−(x, y) = −8+(x, y−1) = − a(x)

y − a(x) .
(D.2)

It is easy to confirm that

Dx8±(x, y) = K(x, y)[8±(x, y)∓Dxa(x)] (D.3)

whereK(x, y) andDx are defined as (B.5) and (C.3), respectively.
Let

8t(x, y) = y−t8+(x, y)+ yt8−(x, y). (D.4)

Then, (D.3) gives

Dx8t(x, y) = K(x, y)
[
8t(x, y)+

(
yt − 1

yt

)
Dxa(x)

]
. (D.5)

We find thatK(x, y) has the following property.

DxK(x, y) = (K(x, y))2. (D.6)

Only by using (D.5) and (D.6), can we prove the following identities.

Lemma D.1.For anyk > 0,

(k + 1)K(x, y)Dkx8t (x, y) = Dk+1
x 8t(x, y)−

(
yt − 1

yt

)
K(x, y)Dk+1

x a(x). (D.7)

By definition and (B.11), we find that

K(x, y)Dkx8t(x, y) =
∞∑
n=1

∞∑
m=−∞

xn+k+1ym
n∑
l=1

∞∑
w=−t+1

αn+1−l,m,w(l)kαl,w+t (D.8)

Dk+1
x 8t(x, y) =

∞∑
n=1

xn+k+1

{ t−1∑
m=−∞

ym(n)k+1αn,m−t +
∞∑

m=−t+1

ym(n)k+1αm+t

}
(D.9)

and(
yt − 1

yt

)
K(x, y)Dk+1a(x) =

∞∑
n=2

∞∑
m=−∞

xn+k+1ym
n−1∑
l=1

αn−l,m,t (l)k+1αl,1. (D.10)

Lemma 4.4(i) is derived by comparing the coefficients of terms withxnym in (D.7).
Settingδ = 1 in lemma C.3 gives lemma 4.4(ii).

References

Baxter R J and Guttmann A J 1988 Series expansion of the percolation probability for the directed square lattice
J. Phys. A: Math. Gen.21 3193–204



2994 M Katori and N Inui
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